For the adult set, I am importing 32561\*15 table a input, using one-hot encoding for the categorical terms in the first 14 terms, I can extend this to 32561\*74 matrix. Then write the last column of K<= 50 and K> 50 into 1,0 as the output. For this set of data, there are some missing data in the showed by ‘?’, in order to avoid bias, in this case, I am erasing lines where ‘?’ exists. The remaining intact cases in total are 32321\*74. By using 5-fold cross-validation on the 32321cases, which 6465 terms implemented as validation and the rest 25856 used as training cases. The optimal K is 26 which provides the accuracy of 0.7993. For this KNN, I am trying 20 values of K range from 1-101 to find the optimal K since I find the accuracy for validation set stops growing up before K reaches 100. Once getting the optimal K, I am using the best model I get from predicting the validation set to predict the test set with its size 16281\*15, cutting the incomplete data, there are 16171 left, using one-hot encoding again, we are predicting the label of 16171\*74 test input. Comparing that with the output, it has an accuracy of 0.8025. As I am using a larger dataset than in the paper, the accuracy is about 5% higher. However, it seems that KNN is not a good classifier.
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|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | Training set | Testing Set | Features | Classification Type |
| Adult | 5000 | 27321 | 15 | 2 |
| Letter | 5000 | 15000 | 171 | 2 |
| Letter(not binary) | 5000 | 15000 | 17 | 26 |
| Bank | 5000 | 40211 | 15 | 2 |
| Adult with missing | 5000 | 27561 | 15 | 2 |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
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